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Under the spell of BCS-electron-phonon theory [1], during the last 6 years experimentalists have
purportedly discovered a plethora of high temperature conventional superconductors among pres-
surized hydrides [2, 3], and theorists have been busy predicting and explaining those findings [4–6].
The alternative theory of hole superconductivity [7] predicts instead that no superconductivity can
exist in these materials. In this Tutorial I will first argue that, unclouded by the prejudice of
BCS’s validity, the existing experimental evidence for superconductivity in pressurized hydrides
does not withstand scrutiny. Once it is established that superconductivity in pressurized hydrides
is a myth and not a reality, the claim to validity of BCS-electron-phonon theory as a descriptor of
superconductivity of real materials will be forever shattered, and an alternative theory will become
imperative. I will explain the fundamentals of the theory of hole superconductivity, developed over
the past 32 years [7, 8], and why it is compelling. Crucially, it explains the Meissner effect, that
I argue the conventional theory does not. It applies to all superconducting materials and provides
guidelines in the search for high temperature superconductors that are very different from those
provided by BCS-electron-phonon theory. Light elements are predicted to be irrelevant to warm
superconductivity, because according to this theory the electron-phonon interaction plays no role in
superconductivity.

PACS numbers:

I. INTRODUCTION

Over the past 65 years, BCS-electron-phonon theory
has been generally accepted as the correct explanation
of superconductivity in conventional materials [1]. Yet
before the hydride era, BCS was notoriousy unable to
predict new superconducting materials before they were
experimentally discovered [9, 10]. A tectonic shift took
place in 2015 when Mikhail Eremets, guided by a theoret-
ical prediction [11], discovered “Conventional supercon-
ductivity at 203 kelvin” in sulfur hydride under pressure
[12]. Since then, BCS theory has been the driving force
and guiding light in the search and discovery of high tem-
perature superconducting hydrides under pressure [4–6].
The hydrides have been BCS’s greatest triumph. As the
other side of the same coin, if it is eventually established
that there never was superconductivity in the hydrides,
this will become BCS’s greatest and final defeat. The
credibility of BCS as a predictor of superconductivity in
real materials will be forever shattered.

How do we know that conventional superconductiv-
ity exists in pressurized hydrides? The reality is, we
don’t. The scientific community currently believes it
does, largely because (i) the conventional BCS-electron-
phonon theory of superconductivity [1] predicts that high
temperature superconductivity should occur in these ma-
terials [13, 14], and (ii) the conventional theory is be-
lieved to be correct and to describe many materials in
nature. Propelled by this belief, high temperature con-
ventional superconductivity in pressurized hydrides has
been intensively searched for in recent years [15, 16], and

∗Corrresponding author email: jhirsch@ucsd.edu

phenomena that have been observed suggestive of super-
conductivity in these materials [12, 17–34] have been in-
terpreted as proof that they are superconductors.

I share the general belief that (i) is true, as most physi-
cists do. However, if (ii) is not true, i.e. if the conven-
tional theory of superconductivity is not correct and does
not describe real materials [36], the case for high tem-
perature superconductivity in pressurized hydrides falls
apart. If so, the detailed theoretical calculations that pre-
dict it and explain it [2, 5, 37–57] are a myth unrelated to
physical reality, and the experimental observations sug-
gesting the existence of high temperature superconduc-
tivity in pressurized hydrides [12, 17–34] have a different
explanation that is not superconductivity.

The theory of hole superconductivity [7] predicts that
no high temperature conventional superconductivity exists
in pressurized hydrides. Or any other high temperature
superconductivity for that matter. If it does exist, the
theory of hole superconductivity will be proven wrong. In
this Tutorial I will explain why the theory of hole super-
conductivity is compelling and therefore no high temper-
ature superconducting hydrides can exist. This implies
that the phenomena reported to occur in these hydrides
at high pressure interpreted as indicating superconduc-
tivity are not associated with superconductivity.

Enormous research efforts and resources are being cur-
rently devoted to high temperature superconductivity in
hydrides [58, 59]. If the phenomenon does not exist, those
efforts and resources are wasted. They should instead
be redirected to either the study of other phenomena in
hydrides that are real and could lead to important tech-
nological applications for the benefit of society, or to the
study of real superconductivity in systems where it re-
ally exists. For these reasons it is important to settle
this question as soon as possible. This Tutorial is a con-
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tribution to that goal. I am grateful to the Editors of
this Special Topics volume for the invitation to write it.

II. EVIDENCE FOR AND AGAINST HIGH
TEMPERATURE SUPERCONDUCTIVITY IN

PRESSURIZED HYDRIDES

Before delving into the alternative theory of hole su-
perconductivity, to motivate the reader to do so, let us
briefly discuss the existing experimental and theoretical
evidence on superconductivity in pressurized hydrides.

A. Theoretical

Theory has predicted high temperature superconduc-
tivity for numerous hydride materials under high pres-
sure. For a few of them, experimental evidence suggest-
ing superconductivity has been found [12, 17–34]. How-
ever for a much larger number of them, no evidence
of superconductivity has been found. Ashcroft origi-
nally suggested [14] compounds of hydrogen and group
IV elements, methane, silane, germane, stannane and
plumbane as the best candidates. No evidence for super-
conductivity has ever been reported for methane, ger-
mane nor plumbane. For silane, Eremets has claimed
superconductivity at 17K at pressure ∼ 100GPa [60],
but the result has never been reproduced and the Tc
found is substantially smaller than was predicted the-
oretically [61–64]. For stannane, it was predicted that
it would become metallic and superconducting above 70
GPa [65] with Tc in the range 60 − 75K, some evidence
for a resistance drop interpreted as superconductivity at
such temperatures was recently found but at much higher
pressure, 200 GPa [31] and the result has not been re-
produced. Aluminum hydride was found to be metallic
above 100 GPa but no superconductivity was detected
down to 4K contrary to theoretical predictions [66]. Su-
perconductivity has been predicted to exist in lithium
hydrides [67], potassium hydrides [68], beryllium hy-
drides [69], magnesium hydrides [70], selenium hydrides
[71, 72], tellurium hydrides [73], vanadium hydrides [74],
niobium hydrides [75], antimony hydrides [76], arsenic
hydrides [76], scandium hydrides [77], uranium hydrides
[78], chromium hydrides [79], tungsten hydrides [80], zir-
conium hydrides [52], actinium hydrides [81], etc, but no
evidence for it has been found so far.

Concerning the reliability of theoretical studies that
predict superconductivity in hydrides under high pres-
sure, it is interesting to note that recently on the very
same day two theoretical studies appeared on arXiv by
reputable theorists [82, 83], reporting their theoretical
analysis on the possibility of room temperature supercon-
ductivity in carbonaceous sulfur hydride [29] and reach-
ing diametrically opposed conclusions.

Finally, one may wonder: why is it that the conven-
tional theory is assumed to be able to accurately predict

superconductivity in pressurized hydrides? Historically,
the conventional theory of superconductivity has been
notoriously unable to predict superconductivity [9, 10]
in any of 32 classes of superconducting materials [84, 85]
except pressurized hydrides [15, 84]. Why would that
be? There is no argument that hydrides are ‘simpler’
than other materials. I suggest that the only reason
that theory appears to be much more successful in pre-
dicting superconductivity in pressurized hydrides than in
other classes of materials is simply that experimentally
it is much more difficult to establish the presence or ab-
sence of superconductivity in pressurized hydrides versus
in materials at ambient pressure.

B. Experimental

Experiments on hydrides under high pressure are ex-
tremely difficult to perform and interpret. Samples are
very small, pressures are very high, and potentially other
effects caused by the sample’s environment unrelated to
the physics of the sample could give rise to signals that
may be interpreted as evidence of superconductivity but
are not. Because of this it is very important to guard
against “confirmation bias”, the natural tendency to give
high value to information that confirms prior beliefs or
expectations and give low value or even discard infor-
mation that does not. This is particularly important in
this case because of the strong a-priori expectation that
follows from the theory discussed in the previous subsec-
tion.

A clear illustration of this phenomenon is the inordi-
nately high value given in papers on this subject to the
experimental observation of an isotope effect in several
of these materials [12, 19, 23, 24], interpreted as con-
firmation both that they are superconductors and that
the mechanism is conventional. The fact is, there are
many cases of materials believed to be conventional su-
perconductors where the isotope coefficient measured is
not α = 0.5, as expected from BCS theory [86]. There are
elements with isotope coefficient zero [86] and even neg-
ative [87]. Even more remarkable is the fact that for the
“old” hydrides at ambient pressure, such as PdH with
Tc ∼ 10K, the isotope coefficient is large and negative,
i.e. PdD has higher Tc than PdH [88]. This has been
interpreted as due to anharmonicity [89]. It is likely that
if the measured isotope coefficient in e.g. sulfur hydride
had been negative, such an explanation would have been
invoked. In fact, it has been proposed that anharmonicity
is strong in sulfur hydride [90]. It should also be remem-
bered that there is an isotope effect in the energy gap of
semiconductors [91], and nobody argues that the energy
gap in semiconductors is caused by the electron-phonon
interaction. Therefore I argue that in the absence of con-
firmation bias the measured isotope coefficient does not
provide strong evidence for nor against superconductiv-
ity.

For hydrides where some experimental evidence in-
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FIG. 1: Width of the resistive transition ∆T versus applied
magnetic field. Contrary to standard type II superconductors
(upper panel) many hydrides under pressure show no broaden-
ing of the transition with applied magnetic field (lower panel)
[94].

terpreted as showing superconductivity has been found
[12, 17–35], I would like to summarize here arguments
against it.

1. Resistive transition

The unusual sharpness of the resistive transitions re-
ported in some cases [29] and the absence of broadening
of the resistive transition in the presence of strong mag-
netic fields seen in many cases [19, 24, 29], shown in Fig.
1, strongly suggest that they are not associated with su-
perconductivity [92–94]. We have discussed theoretical
reasons for why in a standard type II superconductor a
broadening of the resistive transition with applied mag-
netic field necessarily happens [92–94]. The broadening
is expected to be larger for high temperature supercon-
ductors. Instead, fig. 1 shows that in many hydride
superconductors the width of the resistive transition is
insensitive to applied magnetic field, even for the claimed
room temperature superconductor CSH [29]. For the lat-

!"#$
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FIG. 2: Left panel: raw data for ac magnetic susceptibil-
ity of CSH, reproduced by permission from ref. [29], Na-
ture/Springer/Palgrave Nature, “Room-temperature super-
conductivity in a carbonaceous sulfur hydride”, Elliot Snider,
Nathan Dasenbrock-Gammon, Raymond McBride, Mathew
Debessai, Hiranya Vindana, Kevin Vencatasamy, Keith V.
Lawler, Ashkan Salamat, Ranga P. Dias, Nature 586, 373
(2020), copyright 2020. Right panel: raw data for ac mag-
netic susceptibility of Eu under pressure, reproduced from
ref. [95], M. Debessai et al, Phys. Rev. Lett. 102, 197002
(2009), copyright (2009) by the American Physical Society.

ter case, the width of the transition also in the absence of
magnetic field is implausibly small, as seen in Fig. 1. If in
some hydrogen-rich materials under high pressure there
are resistance drops as the temperature is lowered that
are unrelated to superconductivity, whatever the reason
is for it would presumably explain the resistance drops
in all these materials.

2. Ac magnetic susceptibility

Ac magnetic susceptibility is a superior test of super-
conductivity. It should show a drop at the superconduct-
ing transition temperature. Instead, as the left panel of
Fig. 2 shows, for the room temperature superconductor
CSH [29] it shows a sharp drop followed by a steep rise
at lower temperature. Remarkably, the same anomalous
behavior is seen for the metal Eu, as shown in the right
panel of Fig. 2 [95]. To understand what this means [96]
it should be known that: (i) the same researcher per-
formed the measurements for both cases [97]; (ii) the au-
thors of [29] have refused to share the raw data associated
with these measurements [98]; (iii) examination of the
raw data for ac susceptibility of Eu has shown that the
published data are fraudulent [99, 100]; (iv) the published
curves for ac susceptibility of CSH [29] show anomalous
coincidences suggesting data manipulation [96].

For sulfur hydride, ac magnetic susceptibility measure-
ments have been published claiming to show supercon-
ductivity in the material [101]. Fig. 3 left panel shows
an example of the published results, from which the au-
thors inferred a critical temperature Tc = 38K. The right
panel shows the temperature increment ∆T between suc-
cessive measurements, obtained from raw data supplied
by the authors. It can be seen that a jump occurs pre-
cisely at the claimed critical temperature, which shows
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FIG. 3: Left panel: ac magnetic susceptibility of sulfur
hydride, reproduced from ref. [101], “High-temperature su-
perconductivity in sulfur hydride evidenced by alternating-
current magnetic susceptibility”, Xiaoli Huang, Xin Wang,
Defang Duan, Bertil Sundqvist, Xin Li, Yanping Huang,
Hongyu Yu, Fangfei Li, Qiang Zhou, Bingbing Liu, Tian Cui,
Nat. Sci. Rev. 6, 713 (2019), licensed under a Creative
Commons Attribution by Oxford University Press, this is an
open access article distributed under the terms of the Creative
Commons license, which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided the original
work is properly cited. Right panel: temperature interval
between successive measurements in the left panel, obtained
from raw data supplied by the authors of ref. [101] [102]. The
dashed vertical line was inserted at 38K, the assumed Tc.

that the drop in susceptibility seen in the left panel is
not a signal of superconductivity but an experimental
artifact [102].

The only other ac susceptibility measurements pub-
lished for a hydride [103], LaH10, show very broad fea-
tures with no clear indication of a superconducting tran-
sition.

3. Meissner effect

Ref. [104] claimed to measure the exclusion of a mag-
netic field of magnitude 0.68T from the interior of a flat
superconducting sample of sulfur hydride using a nuclear
resonant scattering (NRS) technique, and was hailed as
“unequivocally confirming the existence of superconduc-
tivity” [105]. We pointed out that excluding such a large
magnetic field is impossible for a type II superconduc-
tor in equilibrium [106]. If instead one assumes a non-
equilibrium state sustained by pinned vortices, it implies
that the material should trap a large amount of mag-
netic flux [107], which would easily be detectable but has
never been reported. In addition, that result [104] di-
rectly contradicts magnetization measurements reported
in the original sulfur hydride paper [12]. As the left panel
of Fig. 4 shows, from ref. [12], an applied magnetic field
as small as 0.1T was seen to penetrate the sample at 50K,
as indicated by the fact that the magnetization turns up-
ward. Instead, as seen in the right panel of Fig. 4, in
the NRS experiment it was reported that no flux pene-
trated at 50K with a seven times larger applied magnetic

field of 0.68T. It makes no sense that the same material
(sulfur hydride) at the same temperature (50K) would
allow a magnetic field in the range 0.1-0.2T to penetrate
and exclude a 0.68T magnetic field. We have pointed out
other anomalies in the reported magnetic measurements
of sulfur hydride [12] in ref. [108].

It should also be noted that the magnetization mea-
surements reported in [12] have never been repeated, nei-
ther for H3S nor for any other hydride, neither by the
authors of [12] nor by anybody else. Given that the ex-
periment required the design and construction of sophis-
ticated equipment, a miniature non-magnetic cell made
of Cu:Ti alloy working up to 200 GPa [12], the fact that
it has never been used again in the ensuing 6 years is at
the very least surprising. The paramagnetic signal that
was measured, about which it was said in ref. [12] that
“further study of the origin of this input is required”, has
never been clarified.

No other magnetic evidence of superconductivity in
pressurized hydrides has been presented to date. We
have proposed that measuring the presence or absence of
trapped flux should be straightforward and definitively
settle the question whether superconductivity does or
does not exist in these materials [107].

4. Spectroscopic evidence

Photoemission, tunneling and optical spectroscopy
are techniques widely used to confirm and provide ad-
ditional information on superconductivity of materials.
No photoemission nor tunneling experiments have been
performed on hydrides under pressure, presumably
due to experimental constraints. One study of optical
reflectivity exists, for sulfur hydride [109]. The paper
reports evidence for a superconducting energy gap and
for the role of phonons in causing superconductivity.
However, a recent analysis of the raw data associated
with this experiment indicates [110] that the conclusions
drawn by the authors, which are in agreement with their
theoretical expectations [111], are not supported by the
measured data.

In summary: from the discussion in this section and
the references provided, we conclude that both the the-
oretical and experimental evidence in favor of hydride
superconductivity is flimsy, provided we are not preju-
diced with the assumption that BCS is correct. With
that in mind, let us proceed and consider an alterna-
tive understanding of superconductivity that predicts no
superconductivity in hydrides but accounts for many ob-
servations in a wide range of other materials.
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FIG. 4: Left panel: magnetization versus magnetic field for sulfur hydride, reproduced by permission from ref. [12], Na-
ture/Springer/Palgrave Nature, “Conventional superconductivity at 203 kelvin at high pressures in the sulfur hydride system”,
A.P. Drozdov, M.I. Eremets, I. A.Troyan, V. Ksenofontov and S. I. Shylin, Nature 525, 73-76 (2015), copyright 2015. Right
panel: alleged detection of Meissner effect in sulfur hydride using nuclear resonant scattering, reproduced with permission from
ref. [104], Science 351, 1303 (2016), copyright 2016 The American Association for the Advancement of Science. The left and
right panels contradict each other, see discussion in text.

III. ELECTRON-PHONON
SUPERCONDUCTIVITY VERSUS HOLE
SUPERCONDUCTIVITY: MATERIALS

EVIDENCE

The theory of hole superconductivity says that su-
perconductors have to have hole carriers and that the
electron-phonon interaction is irrelevant to superconduc-
tivity. The conventional theory of superconductivity says
superconductivity is induced by the electron-phonon in-
teraction and that hole carriers are irrelevant to super-
conductivity. What do real materials tell us?

Fig. 5 shows the critical temperature of superconduct-
ing elements at ambient pressure. Li and Be, the light-
est superconducting elements, have critical temperatures
that are 20,000 and 3,000 times smaller than that of Pb,
rather than five times larger, as BCS would predict. No
correlation between Tc and how heavy the element is seen
in Fig. 5.

Figure 6 shows the critical temperature of supercon-
ducting elements plotted versus ionic mass number (left

panel) and versus inverse Hall coefficient (right panel).
As expected from fig. 5, there is no indication that Tc
is larger for smaller ionic mass on the left panel of Fig.
6. According to the theory of hole superconductivity, the
Hall coefficient of superconductors should be positive, in-
dicating that hole carriers dominate the transport. The
right panel of Fig. 6 shows clearly that superconductivity
is favored for elements with positive Hall coefficient.

The lack of correlation between ionic mass and super-
conducting critical temperature persists for elements un-
der pressure. Fig. 7 shows the highest Tc’s attained by
elements under pressure. There is no indication in Fig. 7
that higher Tc results from having lighter elements. For
example, S under pressure has a Tc higher than Li under
pressure, while being more than four times heavier. So
does Y under pressure, being twelve times heavier than
Li. Na and Mg, much lighter than Pb and Hg, are not
superconducting with or without pressure, Pb and Hg
are. La is 15 times heavier than Be while its Tc is 230
times higher rather than 4 times lower as the conven-
tional theory would predict (everything else being equal).
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FIG. 5: Superconducting critical temperature of elements at ambient pressure. In addition, Li at ambient pressure was recently
found to be a superconductor, with Tc = 0.0004K. Li, with atomic weight 6.94, is the lightest superconducting element.
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FIG. 6: Superconducting critical temperature of elements versus mass number (left panel) and versus inverse Hall coefficient
(right panel).

There is absolutely no correlation between ionic mass and
superconducting Tc in the periodic table, neither under
pressure nor at ambient pressure. Unfortunately, data
for Hall coefficient of elements under high pressure don’t
exist; we have predicted that the association with posi-
tive Hall coefficient seen at ambient pressure will be even
stronger at high pressures [113].

It is certainly true that the critical temperature of a
BCS superconductor depends on several other properties
of the metal besides its ionic mass M , namely it increases
with higher values of the density of states at the Fermi en-
ergy g and the strength of the electron-phonon coupling
λ. The contribution of these however is not expected to
be strongly correlated or anticorrelated with ionic mass.
In other words, there is no theoretical reason for why
larger M should necessarily be associated with larger g

and/or larger λ, so that the decrease of Tc with larger M
would be compensated by an increase of Tc with larger
g or λ. In the absence of such correlation one would still
expect to see a tendency towards lower Tc’s for higher M
values in the periodic tables Fig. 5 and Fig. 7, super-
posed to fluctuations due to varying values of g and λ,
however no such tendency is apparent.

There is in addition the Coulomb pseudopotential µ∗

[114, 115] “wild card”, representing the effect of Coulomb
repulsion within the conventional theory. It appears in
the combination (λ−µ∗) in formulas for Tc. Because it is
essentially impossible to compute µ∗ from first principles,
it is often used as an adjustable parameter. There is no
theoretical reason to expect that µ∗ should decrease with
larger ionic mass, so as to counteract the expected effect
of larger M in decreasing Tc.
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FIG. 7: Superconducting critical temperature of elements under pressure, reproduced from ref. [112], M. Debessai, J. J.
Hamlin and J. S. Schilling, Phys. Rev. B 78, 064519 (2008), copyright (2008) by the American Physical Society.

There are of course many calculations within BCS the-
ory that claim to reproduce the Tc’s observed in the el-
ements. We have discussed in refs. [36, 116] reasons for
why they are questionable. For example, for the sim-
plest metal Li, superconductivity was predicted to occur
at 1K [117], then the estimate was revised downward in
ensuing years to explain why no superconductivity was
found down to 1mK [118]. For scandium and yttrium, the
fact that no superconductivity is found despite apprecia-
ble values of g and λ [120] is attributed to the effect of
“spin fluctuations” [119], i.e. large µ∗. There is sufficient
“superflexibility” [121] in these calculations to plausibly
postdict any observed value of Tc.

Returning to the issue of ionic mass dependence of Tc
in the periodic table, to minimize the incidence of varying
g, λ and µ∗ we can focus our attention on a given col-
umn in the periodic table, where elements have the same
outer electron configurations and hence presumably sim-
ilar electronic properties (that’s what is “periodic” about
the periodic table!) including similar values of g, λ and
µ∗. As we look e.g. at the variations of Tc within the
columns (V,Nb, Ta) or (Zn,Cd,Hg,) or (P,As, Sb,Bi)
we see no indication that Tc decreases with increasing M .

Why is it that the periodic table of elements doesn’t
know about “light and warm superconductors” [59]? It
may have missed to read the “Dear Colleague” letter [59].
Alternatively it may be because it’s an imaginary rather
than a real fact.

In ref. [122], I analyzed quantitatively how thirteen dif-
ferent properties of elements, including ionic mass, corre-
late with existence of superconductivity in the elements
and with the value of Tc. I found (see Fig. 15 of [122])
that the Hall coefficient RH has by far the largest pre-
dictive value on whether the element is (RH > 0) or is
not (RH < 0) a superconductor, while properties associ-
ated with BCS theory such as ionic mass, specific heat
(which depends on g) and electrical conductivity (which
depends on λ) have essentially no predictive value [122].

The evidence that positive Hall coefficient favors su-
perconductivity seen for the elements persists for com-
pounds. MgB2, the highest Tc ‘conventional’ supercon-
ductor until the advent of the hydrides, has positive Hall
coefficient and its high Tc originates in pairing of hole car-
riers conducting in the B− planes. This was predicted
by the theory of hole superconductivity [123] shortly af-
ter MgB2 was found to be superconducting [124], before
its Hall coefficient was measured [125]. The conventional
‘high temperature superconductors’ before MgB2 were
the A15 materials, e.g. Nb3Sn, Nb3Ge, all having posi-
tive Hall coefficient [126]. Doped semiconductors that be-
come superconducting overwhelmingly have hole carriers
rather than electron carriers [127]. Soon after the high
Tc cuprates were discovered it became clear [128] that
holes play the dominant role in transport and give rise to
their high Tc. The carriers believed to be responsible for
superconductivity in electron-doped cuprates [129], ini-
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tially believed to be electrons, were later established to
be holes [130, 131], as had been predicted by the theory
of hole superconductivity since their discovery [132].

In contrast, there is no evidence for compounds either
that lighter ionic mass of the constituents favors higher
Tc’s, just like there isn’t for the elements. For example,
Tc’s of A15 compounds with V are lower than those of
similar compounds with Nb, even though Nb is heavier
than V . The single example suggesting that light ele-
ments would favor high Tc is MgB2, for which, as dis-
cussed above and in refs. [123, 133], there are good rea-
sons that are independent of the ionic masses for why it
has high Tc within the theory of hole superconductivity.

In summary: if we just consider the evidence from ma-
terials (excluding pressurized hydrides), put aside any
theoretical prejudices and ask, what is more important,
the sign of the Hall coefficient or the magnitude of the
ionic mass, in determining the superconductivity of a ma-
terial, the answer is clearly the former. That is what the
theory of hole superconductivity predicts and not what
the conventional theory predicts, for which electrons or
holes are indifferent.

IV. WHY HOLES ARE NECESSARY FOR
SUPERCONDUCTIVITY

The fundamental reason for why holes are necessary
for superconductivity is easy to explain. I will explain it
below. What I cannot explain is why this is not generally
known and accepted by now.

A supercurrent in a superconductor carries mechanical
momentum [134]. When a supercurrent starts and stops,
mechanical momentum needs to be transferred between
the electrons and the body as a whole, to satisfy momen-
tum conservation. A simply connected superconductor in
a magnetic field will undergo a reversible phase transi-
tion as a function of temperature between superconduct-
ing and non-superconducting phases [1], where momen-
tum needs to be transferred to and from the body as a
whole in a reversible way.

For example, how does the supercurrent stop in going
from the left to the right panel of Fig. 8, when the tem-
perature increases and the system becomes normal? It
cannot stop through onset of resistance, with the elec-
trons transferring their momentum to the ions through
collisions, since that would generate Joule heat which
is an irreversible process. As pointed out by Keesom
many years ago, “it is essential that the persistent cur-
rents have been annihilated before the material gets resis-
tance, so that no Joule-heat is developed.” [135]. Keesom
erroneously stated that the supercurrent stops by “induc-
tion” [135], but this is not so. The Faraday electric field
that develops in the process of the system going normal
and the supercurrent stopping is clockwise as shown in
Fig. 8, while stopping the current with an electric field
would require a counterclockwise field. The Faraday elec-
tric field also pushes the positive ions of the body clock-

 

raise T  

slowly 

EF 

Le 

T<Tc(H) 

Li=0 
Le=0 

I 

Li 

EF 

T>Tc(H) 

body 

rotation 

FIG. 8: A superconductor at rest in a magnetic field turns
normal. The body acquires angular momentum ~Li parallel
to the applied magnetic field, which equals the angular mo-
mentum ~Le initially carried by the supercurrent. The Faraday
electric field EF that develops during the process is clockwise,
body rotation is counterclockwise.

wise, but the body acquires rotation in counterclockwise
direction, opposing the Faraday electric field push.

Bloch [136], Heisenberg [137] and Peierls [138] just a
few years earlier had found the key to answer that ques-
tion: hole carriers in a crystalline solid transfer momen-
tum between electrons and the body as a whole without
any scattering processes that would lead to dissipation.

To understand this, figure 9 shows the forces acting
on charge carriers in a Hall geometry. When the mate-
rial has negative Hall coefficient ((a) above), electric and
magnetic forces on electrons are balanced. When the
material has positive Hall coefficient ((b) above), electric
and magnetic forces on holes are balanced. Does that
show a ‘symmetry’ between electrons and holes? Abso-
lutely not.

The key is panel (c) in Fig. 9. The carriers of charge
and mass are always negative electrons, holes are just a
theoretical construct. Fig. 9 (c) is the same as 9 (b),
redrawn showing the moving electrons. The electric and
magnetic forces on the electrons are not balanced, they
point in the same direction. The reason the electrons
move along the current Jx is because there is another
force acting on the electrons, Fl, pointing to the left in
Fig. 9 (c), balancing the electric and magnetic forces.
That is a force exerted by the lattice on the electrons.
By Newton’s third law, the electrons in turn exert a force
on the lattice Fon−l, pointing to the right.

Is this just a theoretical construct with no conse-
quences? Absolutely not. The concrete physical con-

sequence is the Ampere force ~FAmp, given by

~FAmp =
I

c
~L× ~H (1)

where I is the current, ~L is a vector in the direction of

I with magnitude the length of the bar, and ~H is the
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Jx 
H 

FE FB 

vx 

Jx 
H 

FB 

vx 

Jx H 

(a) RH<0 (b) RH>0 

(a) 

(c) RH>0 

FE 

FB 

vx 

Fl 

F

Fon-l 

x z 

y 

ion 

FE 

FAmp FAmp FAmp 

ion FE 

ion 

FE 

FE 

FIG. 9: Hall effect. In (a) the normal state carriers are assumed to be electrons, in (b) and (c) holes. FE and FB are electric
and magnetic forces on the carrier, An electric force also acts on the positive ions, it is also denoted by FE . Fl is the force
exerted by the lattice on the carrier and Fon−l is the force exerted by the carrier on the lattice.

applied magnetic field. ~FAmp is in the same direction, to
the right in Fig. 9, whether the Hall coefficient is negative
or positive. But its origin is different. In (a), it is simply
(−FE), the electric force due to the Hall field acting on
the positive ions. In (c) however, it is Fon−l−FE . In the
absence of Fon−l it would be in the wrong direction, to
the left! So Fon−l is directly responsible for the observed
Ampere force in materials with positive Hall coefficient.

Fon−l produces a continuous transfer of momentum
from electrons to the body as a whole, that occurs with-
out any scattering processes, through the coherent inter-
action of the electron wave with the periodic ionic lattice.
It exists when the carriers are holes, not when they are
electrons, as Fig. 9 shows. If the Hall bar in Fig. 9
was free to move, it would move to the right, pushed

by ~FAmp, acquiring momentum transferred to it by the
conducting electrons. This is the principle that explains
how the momentum of the supercurrent is transferred to
the body as a whole when a superconductor in a mag-
netic field is heated and goes normal and the supercurrent
stops. And it explains how in the reverse process when
a normal metal is cooled into the superconducting state
in the presence of a magnetic field the body acquires mo-
mentum opposite to the momentum being acquired by
the normal electrons condensing and giving rise to the
Meissner current.

The details of how this happens are explained in ref.
[134] and will be discussed later in this Tutorial. If a
material does not have hole carriers in the normal state,
this reversible momentum transfer cannot happen. The
material would not exhibit a Meissner effect so it would
not be a superconductor.

V. HOLE CARRIERS IN A BAND

Besides being necessary to explain the Meissner effect,
holes are necessary to pair and condense into the super-
conducting state. The Coulomb interaction between elec-
trons in the periodic field of the ions will give rise to pair-

ing if the carriers are holes and not if they are electrons
[139–141].

Let us remember what holes are. They are the charge
carriers in a band when the Fermi level is near its top, as
fig. 10 shows. The effective mass of the carriers in Bloch
theory is given by

1

m∗k
=

1

~2

∂2εk
∂k2

(2)

where εk is the band energy. For a band that is close to
full, this effective mass will vary widely for the occupied
states that span a large fraction of the Brillouin zone.
Instead, for the empty states the effective mass will be
approximately constant. That is one reason why we talk
about the holes and not the electrons when a band is close
to full. Also, when the band is close to full, the effective
mass defined by Eq. (2) for electrons is negative. That is
precisely the reason for why reversible momentum trans-
fer between electrons and the body can occur, which as
discussed in the previous section is necessary for super-
conductivity to occur. When we talk about holes instead
of electrons, we change both the sign of the charge and
the effective mass, so they are both positive.

Another reason why the hole concept is useful is that
the conductivity for a nearly full band is proportional to
the number of holes and not to the number of electrons
in the band. But we should always keep in mind that
holes are not the same as particles. Most importantly,
holes do not carry positive physical mass, but negative
physical mass. When holes move forward, physical mass
(electron mass) moves backward.

There is another fundamental reason that makes holes
different from electrons that is not emphasized in text-
books. In most model Hamiltonians used to describe in-
teracting electrons in the solid state, such as the Hubbard
model, the atomic Hamiltonian is assumed unchanged
under double occupancy of the orbital. The Hubbard
Hamiltonian is given by

H = −
∑
i,j,σ

[tijc
†
iσcjσ + h.c.] + U

∑
i

ni↑ni↓ (3)
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0 

εk 

k 

εk 

k 0 

= 

FIG. 10: When a band is close to full, we think of the charge
carriers as holes, the missing electrons in the band.

where c†iσ creates an electron of spin σ in the atomic or-
bital at site i, with the orbital being the same whether
an electron is already there or not. The doubly occupied
atomic orbital is assumed to be a single Slater determi-
nant, so that we have

| ↑>= c†i↑|0 > (4a)

| ↑↓>= c†i↑c
†
i↓|0 > (4b)

and

< 0|ci↑| ↑>=<↓ |ci↑| ↑↓>= 1 (4c)

However this is qualitatively incorrect, because the
doubly occupied state is never a single Slater determi-
nant but rather a linear combination of Slater determi-
nants involving higher single electron states [142]:

| ↑↓>=
∑
m,n

Amnc
†
m↑c

†
n↓|0 > (5a)

∑
m,n

|Amn|2 = 1 (5b)

where the sum runs over a complete set of atomic orbitals,
with the lowest single particle orbital denoted by m = 0,
i.e. c0σ = cσ, as well as over continuum states [143]. Eq.
(5b) implies of course that Amn < 1 for any m,n. Hence
we have

c↑| ↑↓>=
∑
n

A0nc
†
n↓|0 >= A00| ↓> +

∑
n6=0

A0nc
†
n↓|0 >

(6a)
and

1 =< 0|ci↑| ↑> 6=<↓ |c↑| ↑↓>= A00 < 1 (6b)

contrary to Eq. (4c). The inequality in Eq. (6b) reflects
the basic physical fact that atoms are not electron-hole
symmetric, nor are solids. The electron-electron interac-
tion breaks particle-hole symmetry.

Because the energy difference between the atomic or-
bitals is smaller than U , the Hubbard electron-electron
interaction, this mixing of other orbitals cannot be ig-
nored, and the Hamiltonian Eq. (3) is qualitatively
wrong [144].

To fix this fundamental flaw of the single band Hub-
bard model, we can use the Hartree approximation at the
atomic level [145]. The main physical effect of the on-site
electron-electron repulsion can be represented by an ex-
pansion of the atomic orbital when it is doubly occupied,
as shown in Fig. 11. Within the Hartree approxima-
tion, the orbital with Z̄ = Z − 5/16 will minimize the
energy of the doubly occupied orbital. This corresponds
to an expansion of the radius of the orbital from a0/Z,
with a0 the Bohr radius and Z the nuclear charge, to
a0/Z̄. When the band is almost full, almost all the or-
bitals will be doubly occupied and hence expanded, as
shown schematically in Fig. 12.

The expansion of orbitals upon double occupancy gives
rise to a change in the hopping amplitude for electrons
depending on the occupation of the sites, as shown in
Fig. 13. The hopping amplitude becomes smaller as the
number of electrons increases, and will be smallest when
the band is almost full. Conversely, the hopping ampli-
tude for holes will be larger if there are other holes in
the sites involved in the hopping process. This gives rise
to an attractive interaction between holes and to pairing
and superconductivity, as discussed in the next sections.

VI. EFFECTIVE HAMILTONIAN FOR HOLE
CARRIERS

The low energy effective Hamiltonian when taking into
account the orbital expansion is given by [139, 146, 147]

H = −
∑
ijσ

tσij [c
†
iσcjσ + h.c.] + U

∑
i

ni↑ni↓ (7a)

with

tσij = [1 + (S − 1)ni,−σ][1 + (S − 1)nj,−σ]tij (7b)

with S < 1 the overlap matrix element between the ex-
panded and non-expanded orbitals. Thus, the hopping
amplitude for an electron between sites i and j is given
by tij , Stij and S2tij depending on whether there are 0,
1 or 2 other electrons of opposite spin at the two sites
involved in the hopping process. That is, the hopping
amplitude becomes smaller as more electrons are added.

In terms of hole rather than electron operators, the
Hamiltonian Eq. (7) becomes

H = −
∑
ijσ

tσij [c
†
iσcjσ + h.c.] + U

∑
i

ni↑ni↓ (8a)

tσij = thij [1 + (
1

S
− 1))ni,−σ][1 + (

1

S
− 1)nj,−σ]tij (8b)

with thij = S2tij the hopping amplitude for a single hole
when there are no other holes in the two sites involved
in the hopping process. The hole hopping amplitude in-
creases as the number of holes increases, to thij/S and
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#$%"

#&%"

FIG. 11: The top panel shows the atomic physics assumed in most models of interacting electrons such as the Hubbard model:
the atomic orbital does not change with electron occupancy. The bottom panel shows the real physics: the atomic orbital
expands when it is doubly occupied.

!

FIG. 12: Orbital expansion of doubly occupied sites will
be important when the band is close to full, as shown in the
picture.

FIG. 13: The figure shows an electron hopping between two
sites, with hopping amplitude that depends on how many
other electrons are present at the two sites involved in the
hopping process. S < 1 is the overlap matrix element between
the expanded and unexpanded orbital.

thij/S
2 when there are one or two other holes at the two

sites involved in the hopping process respectively. The
effective bandwidth correspondingy increases. The im-
portant parameter for superconductivity is the difference

in hopping amplitude for one hole in the absence of other
holes, and for one hole in the presence of one other hole
(of opposite spin), given by

∆tij = thij(
1

S
− 1) (9)

which leads to pairing and superconductivity when the
band is close to full, as discussed in the next section.

VII. PAIRING AND SUPERCONDUCTIVITY

The hopping amplitude for a hole of spin σ hopping
between sites i and j is given by

tσij = thij + ∆tij(ni,−σ + nj,−σ) + ∆t2,ijni,−σnj,−σ (10a)

with ∆tij given by Eq. (9) and

∆t2,ij = thij(
1

S
− 1)2 (10b)

The quadratic term in electron density is unimportant
for low hole density and we will ignore it in what follows.
The Hamiltonian for holes is then

H = −
∑
ijσ

[thij + ∆tij(ni,−σ + nj,−σ][c†iσcjσ (11)

+h.c.] + U
∑
i

ni↑ni↓.

It can be seen that the difference in hopping amplitudes
gives rise to an interaction between carriers (quartic term
in fermion operators). The reduced BCS Hamiltonian is
given by

Vred =
1

N

∑
kk′

Vkk′c
†
k↑c
†
−k↓c−k′↓ck′↑ (12)

with

Vkk′ = 2α(εk + εk′) + U (13)

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t.

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I: 

10
.10

63
/5.

00
71

15
8



12

and α = ∆tij/t
h
ij = (1/S − 1) > 0. εk is the band energy

εk = − 1

N

∑
i,j

thije
i~k·(~Ri−~Rj). (14)

It can be seen from Eq. (13) that the interaction is most
attractive near the bottom of the band, where εk is nega-
tive (note that εk defined by Eq. (14) is zero on average).
Since the Hamiltonian Eq. (11) is in hole representation,
it means the interaction is most attractive for the band
close to full.

The BCS gap equation

∆k = − 1

N

∑
k′

∆k′
1− 2f(Ek′)

2Ek′
(15)

has solutions for plausible parameters for low hole con-
centration [139, 146]. An example of critical temperature
versus hole concentration is given in Fig. 14. The BCS
quasiparticle energy is given by

Ek =
√

(εk − µ)2 + ∆2
k (16)

with

∆k = ∆m(
−εk
D/2

+ c) ≡ ∆(εk) (17)

where D is the bandwidth, µ the chemical potential and
the parameters ∆m and c are determined from solution
of the BCS equations. Figure 15 shows schematically ∆k

and Ek versus band energy. We note that Eq. (16) can
be rewritten as [148]

Ek =
√
a2(εk − µ− ν) + ∆2

0 (18)

with

a = (1 + (
∆m

D/2
)2)1/2 (19a)

∆0 =
∆(µ)

a
(19b)

ν =
1

a

∆m

D/2
∆0 (19c)

Note in Fig. 15 that because the gap function has a finite
slope the minimum quasiparticle energy is shifted from
the chemical potential by an amount given by ν. This re-
flects the essential electron-hole asymmetry of the model.
Thermally excited quasiparticles here are on average pos-
itively charged [149], unlike in the standard BCS model
where quasiparticles are neutral on average, half electron
and half hole [1]. The net quasiparticle charge per site is

Q∗ =
2|e|
N

∑
k

(u2
k − v2

k)f(Ek) =
4ν

Da

∫ ∞
∆0

dE
f(E)√
E2 −∆2

0

(20)

FIG. 14: Critical temperature versus hole concentration for a
two-dimensional square lattice with nearest neighbor hopping
only. Parameters used are shown in the figure. The figure also
shows the superconducting coherence length ξ and the normal
carrier effective mass versus hole concentration.

FIG. 15: Gap function ∆k and quasiparticle energy Ek versus
hole band energy εk. Parameters are: D = 200meV , gap
slope ∆m/(D/2) = 0.4, c = −0.2, ∆0 = 25meV . Only the
lower half of the hole band (upper half of the electron band)
is shown. Note that the minimum in the quasiparticle energy
is shifted from the chemical potential.

where uk, vk are the usual BCS coherence factors [1]
and e is the electron charge. As a consequence of this
charge asymmetry, the condensate here has excess nega-
tive charge.

The pairing interaction leading to superconductivity,
Eq. (9), is larger the smaller S is, the overlap matrix el-
ement between expanded and unexpanded orbitals. S is
a decreasing function of Z [145], where Z represents the
ionic charge of the doubly ionized atom. Therefore, the
pairing interaction is larger for smaller Z and high tem-
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perature superconductivity will be favored when we have
highly negatively charged atoms, i.e. anions, through
which conduction through holes occurs. That is pre-
cisely the situation in the high Tc cuprate superconduc-
tors, in the superconducting pnictides and selenides, and
in MgB2. It is not expected to be the situation in the
hydrides under pressure.

Incidentally, the pairing mechanism discussed here nat-
urally gives rise to a positive isotope effect [123]. The
parameter that drives superconductivity, ∆tij , varies
strongly with the distance between atoms i and j. Calling
their coordinates qi and qj (assumed scalar for simplicity)
we have

∆tij = ∆t0ij + γ(qi − qj) (21)

with γ a constant related to the electron-phonon coupling
[123]. The zero-point motion of the atoms will yield a
small increase in the effective ∆t that depends on the
ionic mass:

∆teffij =
√

(∆tij)2 = ∆t0ij +
γ2

2∆t0ij
< (qi − qj)2 > (22)

and with < (qi − qj)2 >∼ ~ω/2K, with ω a phonon fre-
quency and K a force constant. Thus, lighter mass gives

rise to larger ω and stronger ∆teffij . This can plausibly

explain values of isotope coefficient observed [123].
It follows from Fig. 15 that the superconductor is char-

acterized by having two different ‘chemical potentials’.
The chemical potential µ corresponds to the condensate,
and µ′ = µ + ν to the quasiparticle excitations. In a
hole representation, µ′ > µ. In an electron represen-
tation, µ > µ′. The pairs forming the condensate also
have a smaller effective mass than the normal state car-
riers, since the hopping amplitude increases from t to
t + ∆t upon pairing. The negatively charged conden-
sate, by virtue of being a superfluid as well as because
of its smaller effective mass is highly mobile, in contrast
to the quasiparticles which experience normal scattering
and have the higher effective mass characteristic of the
normal state carriers. As a consequence, the condensate
will have a tendency to move out of the bulk of the super-
conductor, so as to tend to equate the chemical poten-
tials µ and µ′ in the bulk [150]. Because of overall charge
neutrality, the negative charge will accumulate near the
surface of the superconductor, giving rise to the qualita-
tive charge distribution shown in Fig. 16. It looks like a
“giant atom” [151].

We can also understand this charge expulsion from the
fact that thermally excited quasiparticles are on average
positively charged, as given by Eq. 20. This implies that
the condensate has excess negative charge, which is not
fully neutralized by the positive ionic background that
neutralizes the total electronic charge (condensate plus
quasiparticles). The condensate is lighter than both the
positive ions and the positive normal quasiparticles, so
quantum mechanics dictates that its wavefunction should
expand and excess negative charge should move to the

FIG. 16: Schematic picture of a spherical superconducting
body. Negative charge is expelled from the bulk to the surface.

FIG. 17: For a single atom, double occupancy (pairing)
causes expansion of the orbital, i.e. negative charge expulsion,
and lowering of electronic kinetic energy. The same is true for
the system as a whole.

surface, just like in the hydrogen atom where the light
negative electron is not confined to the small spatial re-
gion occupied by the heavy positive proton. At finite
temperature, to preserve local charge neutrality both the
condensate distribution and the quasiparticle distribu-
tion will be inhomogeneous. At zero temperature, with
no quasiparticles present, the overall charge distribution
will be inhomogeneous as shown in Fig. 16.

VIII. CHARGE EXPULSION

The tendency of the system to expel negative charge
originates in the microscopic Hamiltonian Eq. (11). At
the atomic level, the atom ‘expels’ negative charge when
the orbital is doubly occupied, as shown in Fig. 17. The
kinetic energy of the electron is given by ~2/2mer

2, with
me the electron mass and r the orbit radius, so it is low-
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FIG. 18: Hole site occupation for various cases. As ∆t increases or/and the on-site repulsion U decreases, more electrons are
expelled to the surface.

FIG. 19: The diameters of the circles are proportional to the hole occupation of the site. As ∆t increases, the hole occupation
increases in the interior and is depleted near the surface.

ered when the orbit expands. As discussed earlier, the
expansion gives rise to the term ∆t in the Hamiltonian
that breaks electron-hole symmetry.

At the level of the entire system, it is clear from the
form of the Hamiltonian Eq. (11) that the kinetic en-
ergy decreases when the number of holes in the band in-
creases, since the hopping amplitudes, Eq. (8b), increase
with hole occupation. This indicates that the system will
have a tendency to expel electrons from its interior to the
surface, because the coordination of sites in the interior
is greater than that of sites at the surface, and that will
lower the kinetic energy.

This effect can be seen quantitatively within a mean
field approximation [152]. We assume a cylindrical ge-
ometry of radius R and infinite length in the z direction.
Decoupling the interaction terms with < niσ >= ni/2
with ni the hole occupation at site i yields the mean
field Hamiltonian

Hmf = Hmf,kin +Hmf,pot +Hµ (23a)

Hmf,kin = −
∑

<ij>,σ

[th + ∆tni + ∆t2
n2
i

4
][c†iσcjσ + h.c.]

(23b)

Hmf,pot =
U

4

∑
i

n2
i (23c)

Hµ = −
∑
<ij>

ni[∆t+
nj
2

∆t2]
∑
σ

< c†iσcjσ > (23d)

Note that the local average bond occupation modifies
the local chemical potential. Assuming a band filling of
n holes per site, we diagonalize the Hamiltonian Eq. (23)
with initial values ni = n and fill the lowest energy lev-
els until the occupation n is achieved. From the Slater
determinant of that state we obtain new values of ni for
each site and for the local bond occupation, and iter-
ate this procedure until self-consistently is achieved. We
can extend this procedure to finite temperatures, iterat-
ing to self-consistency for a given chemical potential µ.
The resulting occupation of the sites as function of the
distance r to the center of the cylinder is shown in Fig.
18 for various parameters. Fig. 19 shows in a diagram
the hole occupation for various parameters. Larger hole
occupation means smaller electron occupation

The charge expulsion tendency is largest when the
parameter ∆t is largest, which in turn corresponds to
smaller S, the overlap of the atomic orbitals when one
and two electrons are at the orbital. As discussed ear-
lier, S is smaller when the ionic charge Z is smaller, cor-
responding to a more negatively charged ion. The fact
that the effective Hamiltonian derived from this physics
expels more negative charge the more negatively charged
the ion is makes sense and can be regarded as an internal
consistency check on the validity of the model.

More generally, this physics also gives rise to an in-
creased tendency to charge inhomogeneity. Charge inho-
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mogeneity costs potential (Coulomb) energy, so in order
for it to happen it must be driven by lowering of kinetic
energy. Quantitative examples are shown in ref. [152] .

In the normal state, macroscopic charge expulsion as
shown in Fig. 19 will not occur, it will be counteracted
by longer range Coulomb repulsion in the metallic state.
There cannot be an electric field in the interior of a metal.
However in the superconducting state that constraint no
longer exists, there is no a priori reason why a supercon-
ductor cannot have an electric field in its interior. This
is discussed in the next section.

The average quasiparticle charge as a function of po-
sition in the sample in the superconducting state can be
obtained from extension of Eq. (20) to

Q∗i =
2|e|
N

∑
k

(u2
ni − v2

ni)f(Ek) (24)

where the coherence factors uni, vni are now position
dependent and are obtained using the Bogoliugov - de
Gennes formalism [153]. An example is shown in fig. 20.
The positive charge density is positive everywhere and
largest near the surface, as expected.

IX. ALTERNATIVE ELECTRODYNAMICS OF
SUPERCONDUCTORS

It was presciently argued by Fritz London [154] that “It
is not necessarily a configuration close to the minimum of
the potential energy which is the most advantageous one
for the energy balance, since by virtue of the uncertainty
relation the kinetic energy also comes into play. If the
resultant forces are sufficiently weak and act between suf-
ficiently light particles, then the structure possessing the
smallest total energy would be characterized by a good
economy of the kinetic energy.”

In fact, in the theory discussed here it is the lowering of
kinetic energy that drives superconductivity [155], and,
by pairing the charge carriers lower their effective mass

!"#$

%$

FIG. 20: Average quasiparticle charge from Eq. (24) as func-
tion of distance to the center of the sample.

[156]. A uniform charge distribution minimizes potential
energy, but instead to minimize potential plus kinetic en-
ergy it is advantageous to have a no-homogeneous charge
distribution, with negative charge expelled outward, just
like in the atom.

The London electrodynamic theory of superconduc-
tors [154] is very naturally modified to allow for a non-
homogeneous charge distribution and an electric field in
the interior of the superconductor. In fact the London
brothers themselves proposed a closely related formalism
in their first papers on the subject [157, 158], however
later they discarded that approach in favor of what is
generally accepted today [154]. Here we summarize the
equations, discussed in detail in refs. [159, 160].

Starting with the London equation for the supercurrent

~J = −nse
2

mec
~A (25)

with ~A the magnetic vector potential, we assume that ~A
satisfies the Lorenz gauge condition

~∇ · ~A+
1

c

∂φ

∂t
= 0 (26)

with φ the electric potential. The electric field is then
given by

~E = −~∇φ− 1

c

∂ ~A

∂t
(27)

Using the continuity equation

~∇ · ~J = −∂ρ
∂t

(28)

and applying the divergence operator to both sides of Eq.
(13) and using the gauge condition Eq. (14) yields

∂φ

∂t
= −mec

2

nse2

∂ρ

∂t
(29)

hence

φ(~r, t) = −mec
2

nse2
ρ(~r, t) + φ0(~r) (30)

φ0(r) originates from the uniform charge density ρ0

deep in the interior of the superconductor resulting from
charge expulsion as discussed in the previous section.
The charge density, electric field and electric potential
then satisfy the relations

ρ(r) = ρ0 + λ2
L∇2ρ(r) (31a)

~E(r) = ~E0(r) + λ2
L∇2 ~E(r) (31b)

φ(~r) = −4πλ2
Lρ(~r) + φ0(~r) (31c)
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with ~E0(~r) = −~∇φ0(~r) and ~∇ · ~E0(~r) = 4πρ0. The po-
tential obeys

φ(~r) = φ0(~r) + λ2
L∇2φ(~r) (31d)

∇2φ0(~r) = −4πρ0 (31e)

ρ0 a positive number determined by the microscopic pa-
rameters of the superconductor as well as the geometry,
we will discuss its value later. The potential φ0(~r) is
given by

φ0(~r) =

∫
V

d3r′
ρ0

|~r − ~r′|
. (32)

The electrodynamic equations can be written in relativis-
tically covariant form as

�2(J − J0 ) =
1

λ2
L

(J − J0 ) (33a)

and Eqs. (40a,b)

�2(F − F0 ) =
1

λ2
L

(F − F0 ) (33b)

where �2 = ∇2 − (1/c2)(∂2/∂t2) is the d’Alembertian
operator. F is the usual electromagnetic field tensor and

F0 is the field tensor with entries ~E0 and 0 for ~E and
~B respectively when expressed in the reference frame at
rest with respect to the ions. In that reference frame

J0 = (0, icρ0) (34a)

A0 = (0, iφ0(~r)). (34b)

For a spherical body there is an outward pointing elec-
tric field in the interior but not field in the exterior. For
other shapes, electric field lines leak out outside the body.
Fig. 21 shows field line configurations for ellipsoids of
revolution [161]. Electric field lines go out of regions of
smaller curvature and come back in regions of higher cur-
vature.

Note that the existence of an electric field in the inte-
rior of the superconductor neither imply a time variation
of the current, as one would expect in a ’perfect conduc-
tor’, nor even the existence of a current as in an ordinary
metal. Taking the time derivative of Eq. (25) and using
equation (26) yields

∂ ~J

∂t
=
nse

2

m
(~∇φ+ ~E) (35)

so that in a stationary situation there can be an electric

field that is derivable from a potential ( ~E = −~∇φ) and it
does not lead to a time-varying supercurrent. Whether
a stationary supercurrent exists or not depends on the

magnetic vector potential ~A and not on the electric field.

FIG. 21: Electric field line configurations for a prolate and an
oblate ellipsoid, with equatorial radius a and polar radius b.
Left panel: b/a = 1.5, right panel a/b = 1.5. λL = 0.2, a2b =
1.5.

X. SPIN CURRENT

The equations given in the previous section for the
charge distribution of the condensate and resulting elec-
tric field acquire a deeper meaning when considering the
spin degrees of freedom of the superfluid carriers. We
will not get into the details here, and refer the reader
to ref. [162, 163]. The expelled negative charge acquires
azimuthal velocity near the surface due to the spin-orbit
interaction, and circulates with velocity given by

~v0
σ = − ~

4meλL
~σ × n̂ (36)

where n̂ is the normal unit vector pointing out of the sur-
face. The spin current velocity as a function of position
~r is

~vσ(~r) =
v0
σ

Em
~σ × ( ~E(~r)− ~E0(~r)). (37)

It is shown schematically in fig. 22. The excess negative
charge density resides within a London penetration depth
λL of the surface and has the simple form

ρ− = nse
v0
σ

c
(38)

and the magnitude of the interior charge density ρ0 is
determined from ρ− by charge neutrality and the geom-
etry of the sample. For example a sphere of radius R,
ρ0 = −(3λL/R)ρ−. The maximum electric field in the
interior near the surface is given by

Em = − ~c
4eλ2

L

(39)

and v0
σ satisfies

v0
σ =

e

mec
λLEm (40a)

1

2
me(v

0
σ)2ns =

E2
m

8π
. (40b)
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                                                                                 ö n 

µ 

µ 

FIG. 22: Charge distribution and spin current in a cross sec-
tion of a cylindrical sample. At the surface, the velocity is
given by Eq. (36). The electron intrinsic magnetic moment
~mu is shown in the direction indicated by the vertical arrows.

Electrons in the condensate reside in mesoscopic orbits of
radius 2λL. The orbital angular momentum of electrons
in these orbits is [162–164]

` = mev
0
σ(2λL) =

~
2
. (41)

XI. MEISSNER EFFECT AND ROTATING
SUPERCONDUCTORS

The physics of the Meissner effect, the expulsion of
magnetic field from the interior of a metal becoming su-
perconducting, is easy to understand within the theory
of hole superconductivity. It is impossible to understand
within the conventional theory of superconductivity.

The essential physics is shown in Fig. 23 [165]. Elec-
trons becoming superconducting flow outward and ac-
quire the momentum of the Meissner current through

the Lorentz force exerted by the magnetic field ~H. Nor-
mal backflowing electrons acquire azimuthal momentum
in opposite direction also through the Lorentz force, and
transfer that momentum to the lattice.

In more detail the process is shown in Fig. 24 [134].
The phase boundary is moving outward. Electrons at the
boundary becoming superconducting expand their orbits
to radius 2λL, and through the action of the Lorentz
force acquire counterclockwise momentum, creating the
Meissner current [162]. The orbit expansion expels neg-
ative charge, so there is a normal electron backflow to
preserve charge neutrality. The forces acting on these
backflowing electrons are the same as shown in the Hall
bar example earlier, Fig. 9(c), and momentum is trans-
ferred to the body through the “Ampere force”, as in Fig.
9. The normal electrons have to have negative effective
mass. The right panel shows the same process showing
the flow of normal charge as outgoing holes, with electric
and magnetic forces balanced as in Fig. 9(b).

normal electron 

backflow 

superfluid 

electron 

H 

IMeissner 

vion 

vs 

H H 

FIG. 23: The essence of the Meissner effect. Electrons be-
coming superfluid flow from the interior towards the surface
and are deflected to the left by the magnetic field pointing
up, creating the Meissner current. Normal electrons backflow
from the surface towards the interior and are deflected to the
right by the magnetic field. Their momentum is transferred
to the ions, so the body rotates clockwise.

How the electrons becoming superconducting acquire
the momentum of the Meissner current is shown in Fig.
25 [162]. A microscopic orbit expanding to radius 2λL
in the presence of magnetic field H acquires azimuthal
velocity

vs = − eλL
mec

H (42)

which is the speed of the electrons in the Meissner cur-
rent.

So how does the system overcome Faraday’s law? Fara-
day’s law opposes changes in magnetic flux in the interior
of a conducting material, the more so the more conduct-
ing the material is. In fig. 24, the Faraday electric field
points in direction such that it pushes the supercurrent to
stop and the positive ions in the body to rotate in coun-
terclockwise direction, opposite to what they do. Yet
both the electrons and the ions do exactly the opposite.
The key to explain this is the radial flow. If there is
no radial flow of charge, the magnetic field cannot be
expelled.

An equivalent way to understand the physics of the
Meissner effect is through Alfven’s theorem of magne-
tohydrodynamics. It expresses the fact that in a per-
fectly conducting fluid, magnetic field lines are ‘frozen’
in the fluid and move together with the fluid [166], as
a consequence of Faraday’s law, and magnetic field lines
move without causing dissipation of Joule heat. It natu-
rally follows that in the reversible normal-superconductor
transition in a magnetic field, the magnetic field lines
move out because there is outward motion of a fluid, as
shown schematically in Fig. 26. In order for magnetic
field lines to move out without causing a large mass or
charge deficit in the interior, the fluid that moves out
has to be both charge and mass neutral. That is pre-
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FIG. 24: Normal to superconductor transition in a magnetic field. The Faraday electric field points counterclockwise, opposing
the expulsion of magnetic field. The body acquires clockwise momentum through the forces acting on the backflowing normal
electrons. The left panel shows the normal backflow of electrons, the right panel shows the same with outflowing holes. Forces
are balanced as in Figs. 9 (b) and 8 (c).

 
orbit  

expansion/ 

contraction 

in a magnetic 

field 

H 

2λ L 

FIG. 25: Electrons expanding their orbits to radius 2λL in a
magnetic field H perpendicular to the orbit acquire azimuthal
speed Eq. (42) through the action of the Lorentz force.

cisely what happens in the scenario discussed here, the
outward motion of negative electrons and positive holes
carries no net charge nor mass.

Conventional BCS theory does not describe radial flow
of anything when a system goes from the normal to the
superconducting state in the presence of a magnetic field.
Nor does it require hole carriers, to transfer momentum
between electrons and the body in a reversible way as re-
quired by thermodynamics and experiment. Therefore,
conventional BCS superconductors cannot expel mag-
netic fields when they go superconducting, they don’t
have the physics required to do that. Therefore, they
cannot be superconductors. Therefore, hydrides under
pressure are not superconductors.

Rotating superconductors (ref. [154], p. 78) are ex-

(a) (b) 
 

fluid  

flow 

B 

J 

FIG. 26: The left panel shows an example illustrating Alfven’s
theorem for a conducting fluid [166]. Fluid flow across mag-
netic field lines causes the field lines to bow out. The right
panel shows the Meissner effect in a superconductor. The red
arrows show the hypothesized motion of fluid, by analogy to
the left panel.
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FIG. 27: Left panel: rotating hollow normal metal in the
absence of applied fields. Electrons and ions move at the same
speed. When the system is cooled into the superconducting
state while rotating, a magnetic field develops in the interior
resulting from electrons near the outer (inner) surface slowing
down (speeding up).
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cool 

ω  
N 

ω  
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me 

ωr 

FIG. 28: Explanation of the process by which electrons near
the outer and inner surface change their speeds as the rotating
hollow cylinder is cooled into the superconducting state, by
expansion of the orbits to radius 2λL as depicted in Fig. 26.

plained by the same physics, in what is perhaps an even
more transparent form [167]. Consider a rotating hollow
cylinder as shown on the left panel of Fig. 27. Upon cool-
ing into the superconducting state, it is observed that a
magnetic field develops in the annulus, which results from
electrons near the outer surface slowing down and elec-
trons near the inner surface speeding up. The dynamics
of this process is simply explained through the expan-
sion of the electronic orbits to radius 2λL shown in Fig.
25. As shown schematically in Fig. 28, expansion of the
orbits together with conservation of angular momentum
causes electrons to slow down near the outer surface and
speed up near the inner surface, as observed. The mag-
nitude of the observed magnetic field is exactly given by
this process, as discussed in ref. [167]. The conventional
theory of superconductivity does not provide a dynamical
explanation of these processes.

XII. BCS THEORY AND THE MEISSNER
EFFECT

It is generally believed that BCS theory explains the
Meissner effect. Instead, I have argued in the previous
sections that BCS theory does not have the necessary
physical elements to account for the Meissner effect. A
material described by BCS theory would keep magnetic
fields out if they are applied after the system is in the
BCS state, however it will not expel a magnetic field
from its interior in the transition from the normal to the
BCS state.

Why does the physics community believe otherwise?
Let us review how the Meissner effect is explained within
BCS theory [1]. One considers the linear response of
a system that is already in the BCS state to the per-
turbation created by a magnetic field, as shown in Fig.
29. The perturbing Hamiltonian is the linear term in the

magnetic vector potential ~A that results from the kinetic

energy (~p− (e/c) ~A)2/2m, and has the form

H1 =
ie~
2mc

∑
i

(~∇i ·A+ ~A · ~∇) (43)

This perturbation causes the BCS wavefunction |ΨG >

to become, to first order in ~A

|Ψ >= |ΨG > −
∑
n

< Ψn|H1|ΨG >

En
|Ψn > (44)

where |Ψn > are states obtained from the BCS state
|ΨG > by exciting 2 quasiparticles, and En is the excita-
tion energy. The expectation value of the electric current
operator with this wave function gives the electric current
~J :

~J =< Ψ| ~Jop|Ψ >= − c

4π
K ~A (45a)

where K is the London Kernel. I have omitted wavevec-
tor dependence here for simplicity. In the long wave-
length limit this calculation yields [1]

K =
1

λ2
L

(45b)

where λL is the London penetration depth. Eq. (45)
is the (second) London equation. In combination with
Ampere’s law, Eq. (45) predicts that the magnetic field
does not penetrate the superconductor beyond a distance

λL from the surface, where the current ~J circulates, as
shown schematically in Fig. 29 right panel.

This calculation uses only the BCS wavefunction in
and around the BCS state, namely the ground state
wavefunction |ΨG > and the wavefunctions |Ψn > that
result from breaking one Cooper pair at a time. The
wavefunction of the normal metal never appears in this
calculation.

That is not explaining the Meissner effect. The Meiss-
ner effect is what is shown in Fig. 30: the process by
which a system starting in the normal metallic state ex-
pels a magnetic field in the process of becoming a su-
perconductor. It cannot be explained by starting from
the assumption that the system is in the final BCS state
and gets perturbed by H1. Explaining this process re-
quires explaining how the interface between normal and
superconducting regions moves (center panel in Fig. 30),
satisfying conservation laws, thermodynamic constraints,
and Faraday’s law. That is what we explained within the
theory of hole superconductivity in the previous sections.
It required radial flow of charge, which BCS theory does
not predict.

Maybe the reader will think: when the system is
cooled, the normal state wavefunction somehow turns
into the BCS wavefunction, and then the perturbing
Hamiltonian H1 acts and the magnetic field gets expelled
according to the calculation above. However that cannot
be so: the BCS state |ΨG > has global phase coherence,
and phase coherence cannot exist in the presence of a
magnetic field in the interior of the system. So the sys-
tem cannot go into the BCS state in the presence of the
magnetic field. It has to evolve into the superconducting
state as it expels the magnetic field. Calculations of the
sort described in Eqs. (43)-(45) contain no information
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FIG. 29: The BCS view of the Meissner effect. In the BCS explanation of the Meissner effect, the system (cylinder, top view)
is in the BCS state (left panel) initially with no magnetic field, and its linear response to the magnetic field shown in the middle
panel (dots) is computed to first order in the magnetic field. The result is the state shown in the right panel, with a surface
current J circulating.
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FIG. 30: What the Meissner effect really is: the process by which a normal metal becomes superconducting in the presence of
a magnetic field throughout its interior initially. The simplest route in this process (not the only one) is depicted in the figure.
The superconducting region (white region) expands gradually from the center to fill the entire volume, expelling the magnetic
field in the process.

about what is the nature of the initial state when the
Meissner effect starts, the normal metal, so they cannot
be a microscopic derivation of the Meissner effect.

If BCS does not have the physical elements that are
necessary to describe the Meissner effect, it cannot be
the correct theory for the equilibrium state of supercon-
ductors either, even if it does describe some of their prop-
erties, e.g. the existence of an energy gap. Therefore it
cannot be used to describe real superconductors, nor to
predict which materials will be superconducting.

XIII. SUPERCONDUCTING MATERIALS

The theory discussed in this Tutorial leads to the fol-
lowing clear criteria:

1. If a material does not have hole carriers in the nor-
mal state it cannot become superconducting at any
temperature.

2. Highest Tc’s result when holes conduct through
negatively charged anions

There is a lot of evidence from superconducting ma-
terials that these criteria are correct. We already dis-
cussed some of that evidence in Sect. III. Reference [168]
lists and discusses many examples. A particularly clear
example is MgB2, universally believed to be a “conven-
tional superconductor”. Figure 31 shows the bandstruc-
ture, from calculations by Kortus et al [169]. There are
hole carriers at the Γ point, indicated by the red arrow,
that correspond to holes conducting in the planar ar-
ray of B− anions through direct hopping between them,
precisely what the theory says is needed for high temper-
ature superconductivity. The same physics explains the
high Tc of the cuprates, with holes hopping through the
O= anions in the copper-oxygen planes [139, 146, 171].

Another clear example is superconductivity in FeSe.
It is observed that the critical temperature increases
sharply from 8K to 37K under application of pressure.
From the measured interatomic distances we conclude as
shown in Fig. 32 that the overlap between the Se= anions
increases, giving rise to a substantial increase in ∆t (that
dependes exponentially on the distance between anions)
and consequently a much higher Tc.

How do hydrides under pressure satisfy the criteria 1.

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t.

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I: 

10
.10

63
/5.

00
71

15
8



21

Γ M K Γ A L
−15

−10

−5

0

5

10

E
n
e
rg

y
  
(e

V
)

Σ Λ ∆

-
BBB-- BBB--

BBBBBBBBBBB--

FIG. 31: Band structure of MgB2, reproduced reproduced
from J. Kortus et al, Phys. Rev. Lett. 86, 4656 (2001). Copy-
right (2001) by the American Physical Society. Conduction
occurs through holes in the pocket near the C point indicated
by the red arrow. The blue arrow shows a three-dimensional
band where the carriers are electron-like. The inset shows
schematically the boron pxy orbitals in the B planes, where
conduction occurs through holes in the pocket near the C
point indicated by the red arrow on the right panel.

FIG. 32: Schematic depiction of FeSe planes without (left)
and with (right) application of pressure. Part of this figure
was reproduced from S. Margadonna et al, Fig. 4(d), Phys.
Rev. B 80, 064506 (2009), copyright (2009) by the American
Physical Society. The main effect of pressure is to reduce
the Se= − Se= distance between Se= anions in neighboring
planes, leading to substantial overlap of anion orbitals.

and 2. given above? They clearly don’t. A hydrogen-rich
material cannot have hole carriers conducting through
negatively charged anions, as the cuprates, pnictides, and
MgB2 do. The metal atom in e.g LaH10 does not have
enough electrons to convert all the surrounding H atoms
into H− ions. Nor can it work by hydrogen atoms donat-
ing electrons to the metal atoms making them into nega-
tive anions, and holes conducing through direct hopping
between the anions: they are too far apart and there are
hydrogen ions in the way.

For a while we thought that an exception could be
H2S. Right after the initial results were announced [172]
we wrote a paper [173] proposing that the initial obser-
vations by Eremets et al could be explained by holes con-
ducting through negatively charged S= anions in H2S.

275 300
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!"#$%

FIG. 33: Resistance versus temperature in the presence of a
magnetic field for CSH, reproduced by permission from ref.
[29], Nature/Springer/Palgrave Nature, “Room-temperature
superconductivity in a carbonaceous sulfur hydride”, Elliot
Snider, Nathan Dasenbrock-Gammon, Raymond McBride,
Mathew Debessai, Hiranya Vindana, Kevin Vencatasamy,
Keith V. Lawler, Ashkan Salamat, Ranga P. Dias, Nature
586, 373 (2020), copyright 2020. The image was copied and
shifted horizontally to illustrate the absence of any broaden-
ing of the transition for magnetic field 9T (red points) versus
the transitions for 0T and 1T (purple and yellow points). The
thin black line next to the yellow points is vertical.

When it became clear that the structure giving rise in
appearance to high Tc superconductivity was H3S rather
than H2S it became clear to us that the claimed super-
conductivity of sulfur hydride does not satisfy the criteria
discussed here and therefore it could not be superconduc-
tivity.

XIV. CONCLUSION

The battle of Austerlitz was Napoleon’s greatest tri-
umph in his quest to conquer Europe, then in Waterloo
he met his final defeat. I predict that hydride supercon-
ductivity will be both Austerlitz and Waterloo for BCS-
electron-phonon theory. As of the writing of this Tutorial
we are in the aftermath of Austerlitz, at the end of the
beginning [93, 174] on the way to Waterloo.

In closing I would like to focus again on the extreme
narrowness of the resistive transitions [93] for the alleged
room temperature superconductor carbonaceous sulfur
hydride (CSH) reported in ref. [29] that we discussed
in Sect. II of this Tutorial. The resistance curves are
shown in Fig. 33. It is contrary to everything we know
about superconductivity [1], whether conventional or un-
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conventional, that a superconducting transition at this
high temperature for a strongly type II material would
show absolutely no broadening in a magnetic field as
large as 9T. The anomaly is compounded by the fact
that this is supposed to be a conventional superconduc-
tor, about which we should know so much [1]. Barring
the highly unlikely possibility that CSH is a “nonstan-
dard superconductor” [94], qualitatively different from
both conventional and unconventional superconductors,
this indicates that CSH is not a superconductor. The su-
perconductivity of CSH has also recently been called into
question for theoretical reasons based on the conventional
theory [83, 175].

And, if CSH is not a superconductor, it teaches us
something very important. That a hydrogen-rich ma-
terial under high pressures will display drops in resis-
tance that shift downward in temperature when a mag-
netic field is applied, for reasons unrelated to supercon-
ductivity. Whatever physics or experimental artifact is
responsible for this behavior, if it happens for CSH it
can happen also for the other 11 hydrogen-rich materials
under high pressure that have been claimed to be high
temperature superconductors [18–34] and account for the
observations there. As recounted in Sect. II, much of the
experimental evidence for superconductivity in these ma-
terials has recently been called into question.

The scientific community has adopted as an article of
faith that there is more than one mechanism of supercon-
ductivity in nature. That has to be true if BCS theory
describes some superconducting materials, but not if it
describes none. Before 1957 it was certainly generally
expected that a single theory would describe all super-
conductivity in nature, and for many years after 1957
it was believed that that single theory was BCS. It was
only when superconducting materials that couldn’t pos-
sibly be described by BCS theory were discovered in the
late 70’s and mid 80’s that the scientific world embraced
polytheism, without even knowing who the other gods
are. The alternative to stick to monotheism and dis-
card a false BCS god [36] was never considered. I argue
that that alternative has become increasingly compelling,
given the proliferation of classes of materials classified a
“unconventional superconductors” in recent years [84].
The consensus today, that if a newly discovered super-
conductor does not fit the BCS framework it is classified
as “unconventional”, rather than casting doubt on the
validity of BCS, is highly anomalous. BCS has become a
theory that cannot be falsified, which by definition makes
it unscientific [176].

Furthermore, a hallmark of valid scientific theories is
their ability to predict. If the predicted phenomena are
subsequently observed, they lend credibility to the the-
ory, particularly if the predicted phenomena were unex-
pected. As the other side of the same coin, if the pre-
dicted phenomena are not observed this undermines the
claim to validity of the theory. Strangely, for the case
of BCS theory there have been myriads of predictions of
superconducting materials that have not been verified,

yet for some reason this has not undermined the faith of
the scientific community in the validity of BCS theory.

Hydride superconductors provide a unique opportu-
nity, because they have been hailed as a poster child for
the physics proposed by BCS to give rise to high tem-
perature superconductivity, namely light ionic mass and
strong electron-phonon coupling. Instead, the theory of
hole superconductivity reviewed here predicts that high
temperature superconductivity in pressurized hydrides
does not exist. In the not too distant future, experi-
mentalists looking at their experimental results with an
open mind unclouded by the prejudice that BCS theory
has to be correct, will hopefully determine unequivocally
and reproducibly what is the true state of affairs.

So, if hydride high temperature superconductivity in-
deed is real, the theory of hole superconductivity will
be proven wrong, and this will confirm that the univer-
sal belief in the validity of BCS theory is indeed correct,
and, unfortunately for Occam’s razor, that more than
one mechanism is needed to describe superconductivity
in nature.

But, if hydride high temperature superconductivity is
found not to exist, BCS theory should be discarded as a
descriptor of the superconductivity of real materials. If
it can’t predict superconductivity even in the hydrides,
it will be clear evidence that the electron-phonon inter-
action is not the cause of superconductivity in any of the
other 11 classes of superconducting materials currently
considered to be “conventional superconductors” [84] ei-
ther. This will allow the possibility that those 11 classes,
as well as the other 21 classes of materials currently be-
lieved to be either certainly or possibly non-BCS super-
conductors [84], may be described by a single mechanism
of superconductivity. Occam’s razor will prevail.

And, since the theory of hole superconductivity pre-
dicts that no high temperature superconductivity exists
in pressurized hydrides, if this is proven to be correct
it will be confirmation of an unexpected prediction and
therefore add support to the possibility that its funda-
mental principles [177] reviewed in this Tutorial are an
essential part of a valid description of the superconduc-
tivity of all materials.
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Note added: While this paper was being reviewed, a
new paper by Eremets and coworkers reporting magnetic
measurements on H3S and LaH10 was posted on-line
[178], claiming that they show “definitive evidence for
the Meissner effect”. Instead, we argue that it provides
clear evidence against the existence of high temperature

superconductivity in pressurized hydrides [179].

Data availability statement: The data that support
the findings of this study are available from the author
upon reasonable request.
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